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Abstract
Human-robot collaboration is migrating from
lightweight robots in laboratory environments to in-
dustrial applications, where heavy tasks and power-
ful robots are more common. In this scenario, a re-
liable perception of the humans involved in the pro-
cess and related intentions and behaviors is funda-
mental. This paper presents two projects investigat-
ing the use of robots in relevant industrial scenarios,
providing an overview of how industrial human-
robot collaborative tasks can be successfully ad-
dressed.

1 Introduction
Human-robot interaction plays a fundamental role in indus-
trial applications, where it is a key element in the Indus-
try 4.0 paradigm. This is an enabling technology for mass
customization and special production processes, because the
human experience and dexterity can be combined with the
power of a robot to perform heavy duty tasks.

This paper presents two projects that are strongly based on
human-robot collaboration. The DrapeBot project, detailed
in Section 2, focuses on the co-manipulation of large carbon
fiber parts, lead by the human operator and supported by the
robot. The cooperation is based on the AI-driven detection
and understanding of the human activity observed by a cam-
era network equipping the workcell. The DARKO project,
presented in Section 3, proposes a new generation of mobile
robot manipulators for intralogistics applications. The robots
are equipped with advanced human-robot interaction capabil-
ities including predictive planning, mutual intention commu-
nication, context-based modelling, and causal reasoning. The
goal is for the robot to understand and anticipate the dynam-
ics of potentially unknown environments to enhance safety
and operational efficiency.
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Figure 1: A human operator cooperates with a robot for carbon fiber
transportation.

2 The DrapeBot Project
Draping is one of the most complex operations in carbon fiber
manufacturing. It is carried out by transporting the carbon
fiber fabric onto the preform and adapting its shape. The
success of this process depends on the manual ability of the
human operator to correctly place the fabric and model the
shape: this means that a high degree of manual ability is
needed, that can hardly be achieved using an automatic pro-
cess. This process is usually performed by human operators.
When it comes to large components, usually two or more
highly skilled operators are needed—one usually controlling
the process, and the other(s) acting as a support. This is, at
the same time, expensive and unneeded, because one single
skilled operator could manage the draping process, while the
task of the additional operators could be carried out by an au-
tomatic system capable of following the indications provided,
as exemplified in Fig. 1. This means to better exploit the skills
of the human operator who acts as the leader of the draping
process, guiding the whole process and assessing its quality,
while, at the same time, employing robots for executing the



Figure 2: Example of body pose estimation system, a key element
of the smart workcell.

more trivial but heavy duties.

2.1 Human-Robot Interaction for Carbon Fiber
Parts Manufacturing

The European project DrapeBot (www.drapebot.eu) has the
goal of developing a novel human-robot interaction technol-
ogy capable of supporting one single human operator han-
dling large carbon fiber parts. This is based on cutting edge
AI tools, both at the perception and the action stage. In such
context, a thorough understanding of the scene is needed to
properly feed the AI systems that are in charge of determining
the robot action and motion in real-time.

2.2 The Smart Workcell
DrapeBot aims at developing a smart workcell, that is, a
workcell that is aware of the processes that take place inside
the workspace, thanks to the sensors and the artificial intelli-
gence modules that equip the cell. Understanding human be-
havior starts from perceiving the human body posture, involv-
ing Action Recognition [1], people re-identification [2] and
human-computer interaction—a typical output of a body pose
estimation system is shown in Fig. 2. In recent years, several
efforts have been done to obtain fast and reliable human mo-
tion estimates in real-time. Several works, like [3], focused
specifically on employing image processing techniques to
gain knowledge about the human pose in real-time. In some
cases, filtering has been also applied to provide smoother re-
sults [4].

The current status of the workcell is another key element.
For example, similar gestures may have different meanings
depending on the current status of the workcell. To sense the
environment in the most flexible way, semantic segmentation
is employed–this is a per-pixel classification task based on a
set of classes representing important elements in the workcell.

2.3 Workcell Environment Understanding
Focusing on the perception stage, DrapeBot aims at enhanc-
ing the state of the art and the industrial practice by com-
bining visual sensors with inertial sensors to obtain a fast and
accurate perception of how human workers move in the work-
cell. This will be accompanied by a semantic interpretation
of the environment. In this way, the system will ensure a

smooth and reliable interaction with the human(s), that will
not be blocked nor slowed down due to temporary perception
failures caused, for example, by an occlusion preventing the
vision system to perceive the human operator. Such high-end
perception systems will be employed to provide a thorough
understanding of the working environment and the body pose
of the person(s) present in the working area of the robot. A
probabilistic model for human body pose estimation will be
derived, capable of taking advantage of both visual and in-
ertial sensors, enhancing the detection when both are avail-
able but capable of working when only one sensory system
is working. An important element of the project will be the
definition of the sensing accuracy needed to meet the safety
requirements of the robotic workcell.

The semantic environment perception equipping the work-
cell will be a key element for detecting in detail the current
status of the workcell, because it can provide a high-level de-
scription of the components of the environment, enabling au-
tomatic evaluation of the current status of the production pro-
cess, possible misalignments, and possible risks when work-
ers are in proximity of dangerous moving elements.

The DrapeBot project will enhance the state of the art
and the industrial practice by deploying an integrated layered
framework where the Task and Motion Planning (T&MP) and
the low-level control will be jointly designed to work in full
synergy. The T&MP will manage human and context infor-
mation to do both: reason on the user model and interpret
several sensorial information. Sensor data will come from the
robotic system and the human perception system, that will in-
clude an AI-based human action and intention understanding
module. This will enable optimization of task sharing be-
tween humans and robots and selecting the processing areas
to minimize human interference. The low-level control will
exploit the estimated human intention control dealing with
the compensation of the model inaccuracies, and allowing a
continuous adaptation on the best task and motion plan com-
puted by the T&MP module.

Considering the T&MP layer, the core advancement will
consist in the deployment of modules designed for efficient
on-line computation of a sub-plan after performing each ac-
tion. Thus, exploiting at each iteration updated sensory read-
ings, it implicitly takes into account unexpected changes in
the estimated state due to previous sensors and actuators fail-
ures, or environment re-configurations. This framework will
integrate a human-aware motion planner that will generate a
collision-free trajectory provided in real-time leveraging on
a data-driven approach (e.g, a Deep Reinforcement Learning
framework) to improve the planning effectiveness.

3 The DARKO Project

Mobile robot manipulators can play a crucial role in future
agile production processes. In order to be effective though,
they must demonstrate high levels of technical capability,
adaptability to dynamic environments, and advanced human-
robot interaction skills. Despite significant progress in recent
years, the current state-of-the-art does not meet yet the re-
quirements of tomorrow’s industry.



Figure 3: Concept model of the DARKO project. Mobile robot ma-
nipulators operate in intralogistic environments exploiting predictive
planning and safe human-robot spatial interaction.

The goal of the H2020 project DARKO1 – Dynamic Ag-
ile production Robots that learn and optimise Knowledge and
Operations – is to develop a new generation of production
robots for highly dynamic manipulation tasks, which are able
to navigate safely and efficiently thanks to new predictive
planning and human-robot interaction capabilities (Fig. 3).
In particular, the project aims to answer scientific and tech-
nical questions about dynamic manipulation (e.g. throwing
an object) enriched by context- and human-aware navigation
in intralogistic settings.

3.1 Human-Robot Spatial Interaction
One of the key objectives of DARKO is efficient and safe
human–robot co-production, which is addressed by advanc-
ing the state-of-the-art in human-robot spatial interaction
(HRSI), i.e. the way robot and human move with respect to
each other. This includes new methods to learn, predict, and
exploit activity patterns in shared environments; communi-
cate mutual navigation intents; and create a framework for
risk-aware robot planning and coordination.

The project will extend previous work of the partners on
human detection, tracking, and motion prediction. It will
further investigate the use of spatial augmented reality and
anthropomorphic gestures for robot’s intents communica-
tion. Finally, new models for context-aware representation of
HRSI will be created, including novel solutions for causal un-
derstanding of the environment’s dynamics, so that the robot
can operate safely and efficiently even in case of unexpected
situations (i.e. no training data).

3.2 Context-aware Representations of HRSIs
Human spatial interactions, defined as the mutual influence
of motion behaviours between two or more people, depend on
both human activities (e.g. speed and destination) and objects
or constraints (e.g. nearby door, narrow corridor, etc). Sim-
ilarly, HRSIs are influenced by the robot’s goal and nearby
humans, but also other factors outside the direct control of the
interacting agents (e.g. narrow corridor in Fig. 4). In many

1https://darko-project.eu/

Figure 4: Example of HRSI where the robot stops to let the operator
pass in a narrow corridor.

real-world scenarios (e.g warehouse, hospitals, etc), the envi-
ronment is highly dynamic, with sudden variations of agents
and potential interactions. The success of a production line is
directly linked to each worker’s tasks, whether these are done
collaboratively or individually. The efficient completion of
such tasks on the ability of the agents to communicate their
mutual intents, so that pre-defined plans can be adapted and
optimised. A requirements for intent communication the abil-
ity of the robot to predict and implement the most opportune
spatial interactions with the surrounding agents.

In order to better capture the nature of HRSIs in realistic
scenarios, as the logistic ones, and therefore enable safer and
more socially acceptable robot motion behaviours, DARKO
will create new context-aware representations of HRSI em-
bedding the relative motion with respect to other relevant
features of typical production environments (e.g. workcells,
storage areas, forklifts, etc.). However, given the complexity
of real-world dynamic environments, a continuous or purely
quantitative description of such relations is computationally
unfeasible for the operational requirements of a production
robot. Therefore, a neuro-symbolic representation of HRSIs
is adopted, which is based on a theoretically-sound Qualita-
tive Trajectory Calculus (QTC) for moving objects [5]. This
representations will extend previous work on QTC-based
HRSI to explicitly model and predict the relative motion of
the robot with respect to nearby humans and other static (e.g.
doors, pallets) or dynamic (e.g. forklifts) objects. The in-
creased complexity of these models, driven by the number of
people co-existing in a workplace, requires new algorithmic
solutions for dealing with space dimensionality, uncertain-
ties, and possible lack of information (e.g partially observable
space).

The proposed qualitative models will provide an interface
between the classic sensor-level perception of objects and
humans in the robot’s environment, and the higher-level in-



terpretation required to understand the causal relations be-
tween its agents, focusing in particular on human-human and
human-robot spatial interactions. These models can also be
used to infer the safest robot motion behaviour in proximity to
people and to provide a human-readable description of HRSIs
for post-hoc analyses and risk assessment.

Current work in that direction includes the development of
predictive models for qualitative interactions between agents
in highly dynamic scenarios, considering robot, humans, and
their neighboring objects (e.g doors). To this end, some
of the available open-source datasets in public spaces (e.g.
JackRabbot2) are being considered. To assess the compu-
tational complexity and efficiency of algorithms that can
adapt to domain shifts for different environments and scenar-
ios, a performance comparison is being performed between
different hybrid symbolic/deep learning-based architectures
for predicting qualitative interactions between human-human
and human-robot spatial interactions.

3.3 Causal Reasoning for Safe HRSI

Safety is a key requirement of any human-robot interaction.
New methods for the analysis of different safety aspects are
needed to increase this requirement. In DARKO, safety will
be intensively put at test since the robot could face many dif-
ferent complex situations, including working and sharing the
environment with humans, the behaviour of whom can be af-
fected by other agents and objects in the environment. Deal-
ing with such situations implies a deeper understanding of
human motion intentions and possible factors that influence
them, besides the robot’s presence. Causal Inference, i.e. the
“science” of understanding cause and effect [6], could rep-
resent a turning point in how robots cooperate with humans
flexibly and, most importantly, interact with them safely.

One of DARKO’s goals is to make the robot able to learn
the effect of its behaviours by observing how humans react
to its actions. This ability will require the robot to discover
and reason on cause-effect relations and, given a desired mo-
tion plan, choose the most effective HRSI, taking into ac-
count both safety and task performance. The project therefore
will develop new algorithms to learn and reason on causal
models of HRSI, enabling the robot to compute intervention
(e.g. “what happens if I move and get close to that human?”)
and counterfactual probabilities (e.g. “what would have hap-
pened if I remained still instead of moving?”), as illustrated
in Fig. 5. By using these probabilities, the robot can choose
the most appropriate behaviour in proximity of humans, in-
creasing safety and efficiency of HRSIs.

To this end, causal discovery algorithms are being inves-
tigated with application to real-world scenarios similar to
DARKO (e.g. THÖR3 dataset), in order to study the be-
haviours of human agents in warehouse environments and
to reconstruct the underlying causal model which describes
them.

2http://svl.stanford.edu/projects/jackrabbot/
3http://thor.oru.se/

Figure 5: Example of intervention (blue trajectory) and counterfac-
tual (red trajectory) in HRSI.

4 Conclusions
This paper presented two projects investigating the human-
robot interaction scenarios and applications in industrial con-
texts, DrapeBot and DARKO. The former proposes the design
of a smart workcell that can actively support the human op-
erators in a production process. The sensory system installed
in the workcell can understand human behavior and inten-
tion thanks to a wide use of AI systems, that are integrated
with the robot task and motion controller. The latter focuses
on the development of a new generation of mobile robot ma-
nipulators that use advanced AI methods for modelling and
predicting human-robot spatial interactions, including algo-
rithms for causal reasoning to improve safety and operational
efficiency in dynamic environments.
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